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1. INTRODUCTION

We shall consider in this paper the problem of determining an approxima­
tion to a function, when it is desired to use more than one criterion of
approximation simultaneously. Such problems have been considered before.
For example, the problem of approximating a function in the Chebyshev
norm, where the approximation is required to satisfy certain generalized
interpolation conditions was investigated by Brosowski [6]. Laurent [12]
has approached the problem of simultaneously approximating a function I
and its first derivative l' by minimizing the error in the norm

11/[11 = max I j(x)1 + v max Ir(x)1 ,
xE[a,b] xE[a,b]

where v is some positive constant. A generalized Remez algorithm is given
in [12] for computing the best approximations in this norm. Further results
concerning the approximation of a function and its derivatives were obtained
by Moursund [14, 16] and Moursund and Stroud [15]. In [5], Bredendiek
studied a more general situation. Here the approach is to find an approxima­
tion g from some subspace which minimizes

max{lil - g II, I A(J) - A(g)I},

where II II and I I are norms, and A is an operator which is not necessarily
linear.

Recently, another approach called vectorial approximation was introduced
Bacopoulos [1]. Results on this topic can be found in [1~4]. In computational
work, we have found that vectorial approximation offers an advantage over
techniques such as those mentioned above (see Section 4). Thus, we consider
vectorial approximation here.

The setting for our work will be the following. Let D be a compact

1 Present address: University of Texas, San Antonio, Texas 78284.
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Hausdorff space, and let C(D) denote the space of continuous real-valued
functions on D, with the sup norm,

.n ~... sup{! f(x) xED}.

Suppose linear operators L1 , L2 , ..• , L" are given, which map a subspace X
of C(D) into C(D). For each!E X, define the vector V(f) in k-space by

The symbol ~ will be used to designate the usual component-wise partial
ordering of k-space.

Now, let U C X be a linear subspace of dimension n, and let f E X be
given. Then U* E U is said to be a best vectorial approximation to f out
of U if there is no U E U such that V(f - u) ~ V(f - u*) and
V(f - u) eft V(f - u*). In general, there are many best vectorial approxi­
mations, and this fact complicates the task of computation.

We remark in passing that a more general form of vectorial approximation
was studied by Bacopoulos [4].

The case k = 2 is of some interest, and we consider this situation in
detail. Results which characterize best vectorial approximations in this
case are presented, and the question of uniqueness is discussed. Moreover,
the characterization given in Section 2 leads immediately to a scheme for
computing the vectorial approximations. It will be seen in the last section
that similar computing schemes can be used to obtain best vectorial approxi­
mations for k ;;:: 3. Finally, the discretization error for the method of
Section 2 is analyzed.

2. VECTORIAL ApPROXIMATIONS

In the main result of this section, it is shown that all best vectorial approxi­
mations can be obtained as solutions of a certain computational problem.

Let!E X be given, and define

f1'i = inf{li L;(! - u)ll: U E U},

For t E [,L1 , (0), set

i = 1,2.

ACt) = inf{11 L2(f - u)ll: U E U, II L 1(f - u)11 :S;; t},

and for t E [,L2 , (0), set

pCt) = inf{1I L1C! - u)ll: U E U, II L 2(f - u)11 :S;; t}.
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By a familiar compactness argument, there exist Ui EO U such that
fLi = II Li(f - ui)11 for i = 1,2. Similarly, for each tEO [,L1' (0), there exists
Ut EO U such that II L1(f - ut)11 ~ t and II L2(f - ut)11 = A(t). Also, the
analogous statement holds for the function pet).

LEMMA 2.1. If U E U is a best vectorial approximation, then

and

Proof The inequalities on the left side follow by definition. Suppose
II L1(f- u)11 > P{fL2)· Let il E U satisfy II L1(f - il)11 = P(fL2) and II L2(f- il)11 = fL2 .
Then il is a better vectorial approximation than u, which is a contradiction.
A similar argument establishes the inequality II L2(f - u)11 ~ A(fL1).

LEMMA 2.2. The function A(t) is convex on [fL1' (0), decreasing on
lfL1 , P(fL2)], and A(t) = fLdor all t ~ P(fL2). Similarly, pet) is convex on [fL2 , (0),
decreasing on lfL2 , '\(fL1)], and pet) = fL1 for t ~ '\(fLl).

Proof Only the proof for A(t) will be given, as the proof for pet) is
similar. We begin by showing the A is convex. Suppose t1 , t2 E lfL1 , (0),
and let ex E [0, 1] be fixed. If Ui E U for i = 1, 2, satisfy

II L1(f - ui)11 ~ ti ,

II L 2(f - ui)11 = A(ti ),

then we have

(1 - ex) A(t1) + exA(t2) = (1 - ex) II L 2(f - u1)11 + ex II L2(f - u2)11
= [I L 2((l - ex)f - (I - ex) u1)11 + II L2(exf - exu2)11

~ II L 2(f - u*)II, (2.1)

where

But

so that by the definition of A

(2.2)

Hence, combining inequalities (2.1) and (2.2) proves the convexity of A.
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Next, it follows immediately from the definition that A(1) is nonincreasing
on [fL1' OJ). Suppose A is not decreasing on [fL1' P(fL2)]' Then there exist
t1 , t2E [fL1 , P(fL2)], with t1 < 12 , such that A(tl) = A(l2)' Now, it is clear that
A(t) = fL2 for all t ~ P(fL2)' Therefore, because A is convex and nonincreasing,
we have

However, by definition, P(fL2) is the smallest number for which there exists
i1 E U such that

II Ll(f - u)11 = P(fL2) ,

II L 2(f - u)11 = fL2 .

But there exists Ul E U such that

II L 1(f - ul)11 ~ t1 ,

II L2(f - ul)11 = A(tl) = fL2 .

Hence, P(fL2) ~ tl , so that P(fL2) = t1 = 12 , which is a contradiction. The
proof is thus complete.

LEMMA 2.3. For each t E [fLl ,P(fL2)], p(A(t» = t. Similarly, for each
t E [fL2 , A(fLl)], A(p(t» = t.

Proof Let t E [fLl , P(fL2)] be fixed. By the definitions of p and A, p(A(t» ~ t.
Suppose to = p(A(t» < t. Then there exists a UoE U such that II Ll(f - uo)11 = to
and I! L 2(f - uo)11 ~ A(t). But A(to) is the smallest value of II L2(f - u)l!
over all U E U such that II L1(f - u)11 ~ to. Hence, A(to) ~ A(t), which
contradicts the property that A is decreasing on [fLl , P(fL2)]' A similar proof
shows that A(p(t» = 1 for t E [fL2 , A(fLl)].

An immediate consequence of this lemma and the definitions of A and p,

is that if t E fILl , P(fL2)] and U E U satisfies

II Ll(f - u)11 ~ t,

II L 2(f - u)l! = A(t),

then u is a best vectorial approximation. Similarly, if U E U satisfies

:1 Ll(f - u)11 = pet),

II L 2(f - u)11 ~ t,

(2.3)

(2.4)

for t EflL2 , A(fLl)], then u is a best vectorial approximation. Let &l\(t) denote
the problem of finding a u E U which satisfies condition (2.3), and let f1lJ2(t)
denote the problem of finding a u E U which satisfies condition (2.4).
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THEOREM 2.1. If U E U is a best vectorial approximation, then u solves
&I\(t) for t = II Ll(f - u)ll. Also, u solves f!l'z(t) for t = II Lz(f - u)ll. Con­
verse~y, if u solves f!l'l(t) for some t E [ILl' P(ILz)], then u is a best vectorial
approximation. Similarly, if u solves f!l'z(t) for some t E [,Lz ,A{fLl)], then u is
a best vectorial approximation.

Proof Only the proof for :?J\(t) will be given. As noted above, it is an
immediate consequence of Lemma 2.3 and the definitions of A and P, that
if u solves f!l'l(t) for some t E [ILl' P(ILz)] then u is a best vectorial approxi­
mation.

On the other hand, suppose u E U is a best vectorial approximation. By
Lemma 2.1, if t = II Ll(f- u)ll, then t E [ILl' P(IL2)]' Further, II L2(f - u)11 = A(t)
for otherwise, any solution of&\(t) would be a better vectorial approximation.

This result shows that all best vectorial approximations can be obtained
by solving problem f!l'it) for t E [ILl' P{fL2)], or equivalently, by solving
[lJ2(t) for t E [,L2 , A(ILl)]. These problems can be solved by linear programming
methods, and further comments on these methods appear in Section 4.

3. CHARACTERIZATION AND UNIQUENESS

We investigate now the nature of the problems f!l'i(t), i = 1,2. The results
are stated explicitly only for f!l'l(t), as the corresponding statements for
f!l'2(t) are then clear. We consider first the characterization of solutions, as
this result is needed in the discussion of uniqueness.

For each u E U and i = 1,2, define

Ei+(u) = {x E D: II Llf - u)11 = Li(f - u)(x)},

Ei-(u) = {x E D: II Li(f - u)11 = -Li(f - u)(x)},

and

Elu) = Ei+(u) U Ei-(u).

If g is a real-valued function on D and u E U, we say that g isolates Ei(u)
if g(x) > 0 for x E Ei+(u) and g(x) < 0 for x E Ei-(u). To simplify notation,
we set p = P(IL2).

Our main interest here is with the case ILl < t :S; p. However, let us
briefly mention the other cases.

If ILl = p, then there is a u* E U such that II Ll(f - u*)ll = ILl and
II L2(f - u*)11 = IL2 . In this case, the characterization and uniqueness of u*
can be approached with results from the theory of Chebyshev approximation.

For the case ILl = t < p, set

B = {u E V: II Ll(f - u)11 = ILl}'
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Then problem g\(ILl) is equivalent to the problem of finding the best approxi­
mation to L 2(f) from the convex set

K = {L2(u): u E B}.

The questions of characterization and uniqueness for this type of problem
have been discussed by Deutsch and Maserick [9]. For example, from
Theorem 2.5 and Corollary 2.6 of [9] and the characterization of the extreme
points of the unit sphere in the dual space of CCD) [10, p. 441], we have the
following theorem.

THEOREM 3.1. Problem g\(ILl) is solved by u* E U if and only if U* E B
and there exist points Xl' X2 , ••• , Xm in E 2(u*), and ,.\; > 0, i = 1,2,... , m,
where m ~ n + I, such that 2:::1 Ai = 1 and

m

L Aia(Xi) L 2(u - U*)(Xi) ~ °
i~l

for all UE B, where a(xi) = +1 if Xi E E 2+(u*) and a(xi) = -1 ifXi E E 2-(u*).

To obtain more concrete results on characterization and uniqueness, one
would need further information concerning the nonuniqueness, if any, of
the elements U E U for which II Ll(f - u)11 = ILl .

We proceed now to the case ILl < t ~ p. The theorems of Deutsch­
Maserick [9] apply here also; however, it is possible to obtain more detailed
results for our particular problem.

THEOREM 3.2. Suppose ILl < t ~ p. Then u* E U solves .9l(t) if and only
if !I Ll(f - u*)[i = t, and there is no UE U such that Ll(u) isolates El(u*)
and L 2(u) isolates E 2(u*).

Proof Suppose u* is a solution of .9l(t) with ILl < t ~ p. It follows
from Lemma 2.3 that II Ll(f - u*)11 = t. Assume next that u E U is such
that Ll(u) isolates El(u*) and L 2(u) isolates E 2(u*). Then by a common
argument in the theory of Chebyshev approximation (see, for example,
[13, p. 14]), one can show that for some a > 0, the function ii = u* + aU

satisfies

and

which is impossible.
Conversely, suppose u* E U is such that II Ll(f - u*)I: = t where
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1-'-1 < t ~ .0, and there is no UE U such that L1(u) isolates E1(u*) and L 2(u)
isolates E2(u*). Let Uo E U be a solution of &\(t). Assuming that u* is not
a solution of g\(t), we have

Set UI = Uo - U*. Then it follows that L 2(Ul) isolates E2(u*). Moreover,
we have for AE (0, 1),

II L1(f - U* - Au1)ll = II L1(f - (1 - A) U* - AUo)11

~ (1 - A) II L1(f - u*)11 + AII L1(f - uo)11

~ t,

so that it must be the case that L1(U1) ~ °on E1+(u*) and L1(U1) ~ °on
E1-(u*).

Next, because 1-'-1 < t, it follows from a theorem of Kolomogorov (see
[13, p. 15]) that there exists U2 EO U such that L1(U2) isolates E1(u*).

Set U = Ul + IXU2 where IX > 0. For any IX > 0, L1(u) isolates E1(u*).
Further, because E1(u*) and E2(u*) are compact, it follows that L 2(v) isolates
E 2(u*) for IX sufficiently small and positive. Thus, we obtain a contradiction.

This theorem may be considered analogous to the classical theorem of
Kolomogorov which characterizes Chebyshev approximations. It is not
unreasonable to expect, therefore, that we can extend this result to obtain
a characterization theorem based on the notion of extremal signatures, as
was done by Rivlin and Shapiro [18] for the case of ordinary Chebyshev
approximation.

A signature a on D is a function with finite support whose values are
either +1 or -1. If al and a2 are signatures on D, let us say that the pair
{aI' G"2} is extremal with respect to problem &\(t), tEO [1-'-1' .0] if there exists
a positive discrete measure VI whose carrier is the support of al and a positive
discrete measure V 2 whose carrier is the support of a2 such that

for all u EO U. We can now demonstrate the following theorem.

THEOREM 3.3. Suppose 1-'-1 < t ~ p. Then u* EO U is a solution of g\(t)
if and only if II L1(f - u*)11 = t and there exists a pair of signatures {aI' a2}

which is extremal with respect to g\(t) such that for each i = 1,2, the support
of ai is contained in Ei(u*) and aiLi(f - u*) > ° on the support of ai .
Moreover, the union of the supports of al and a2 consists of at most n + 1
points.
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Proof Assume U* E U is a solution of 3t\(t). Then L1U - u;) ~= t by
Theorem 3.2.

Let Rn designate n-dimensional Euclidean space with inner product x . y
for x, Y ERn. Assume Ul , Uz ,... , Un is a base for U and define <P: D "--? Rn
and lJf: D -+ Rn by

<P = (Ll(Ul ), Ll(U2), , Ll(un)V.

lJf = (L2(Ul ), L 2(U2), , L 2(un )V.

Let Vl C Rn be the union of the image of £l+(U*) under <P and the image of
£l-(U*) under -(/). Similarly, let V2 be the union of the image of £2+(u*)
under lJf and the image of £2-(U*) under - lJf. Then Theorem 3.2 states that
there is no Y E Rn such that Y . [' > 0 for all v E Vl U V2 • Hence, it follows
(see [7, p. 19]) that there exist positive numbers Cii and vj1) E Vl , i = 1,2,... , tn,

and positive numbers fJi and V;2) E V2 , i= J, 2, ... , I, such that

I

I fJi Vj2) = 0
i~l

and 0 < 1+ tn :s;; n + 1. For any C E R", therefore,

m. 1

'" CiC' Vlll + '" (.I.e' ['(2) = o.1...J ~ 1 ~ fJ z t
i=l i=l

In other words, there are points Xl , ... , X", in Elu*) and points .h , Y2 ,... , Yl
in E2(u*) such that

rn l

I CiiUl(Xi) Ll(u)(Xi) -+ I fJiulYi) L2(u)(Yi) = 0
i~l i~l

for any U E U, where Ul and U2 are signatures such that Ul(Xi) = +1 if
Xi E £1+(U*), Ul(Xi) = -1 if Xi E El-(u*), and similarly for U2' Hence, we
have reached the desired conclusion.

Conversely, assume U* satisfies II L1U - u*)ll = t, and there exists a pair
{Ul , u2} of signatures with the stated properties. If Uo E U is such that Ll(uO)

isolates El(u*) and L 2(uO) isolates £2(U*), then

J Ll(uO) U1 dV1 + J L 2(uO) U2 dV2 > 0,

which is impossible. Hence, by Theorem 3.2 it follows that U* solves g'i1(t).
We observe that in general, Theorem 3.3 is not valid for t = 1-t1, for

there may be several U E U such that II L 1U - u)[1 = 1-t1' However, if the
element U* for which II L 1U - u*)11 = I-tl is unique, then we may say that
Theorem 3.3 holds for t = 1-t1 , with the understanding that the signature U 2
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does not appear, and that u* is thus characterized by the extremal signature
UI alone.

In the case considered by Bacopoulos and Gaff [2], LI(f) = wI! and
L 2(f) = wd, where WI and W 2 are positive, continuous weight functions
on the interval [a, b]. Also U is assumed to satisfy the Haar condition. For
this case, it is not difficult to show that the only pair of signatures {UI , U2}

which can arise in problem f?l'l(t) have the following form:

(a) The supports of UI and U2 are disjoint, and

(b) UI + U2 is a primative extremal signature with respect to U (see [18]).

Since there is a unique element u E U for which II WI(f - u)11 = iLl , Theorem 2
of [2] follows from Theorem 3.3.

We are prepared now to consider the question of uniqueness. In the case
of ordinary Chebyshev approximation, Newman and Shapiro [17] have
shown that a best approximation is unique if the associated extremal signa­
ture is strong. The notion of a strong extremal signature can be extended to
vectorial approximation. As any solution of f?l'l(iLI) is a solution of 8I'2(A(iLl)),
it follows from Theorem 3.3 and the statement of Theorem 3.3 in the case
of problem 8I'2(A(iLl)), that associated with each solution of 8I'1(t) for
t E [fLi ,p], there is a pair of signatures which is extremal. Let us say that
a pair of signatures {UI' u 2}, which is extremal with respect to 8I'1(t),
t E [iLl' p], is strong if u = 0 is the only member of U for which Li(u) = 0
on the support of Ui for i = I, 2.

THEOREM 3.4. Let u* E U be a solution of 9\(t), t E [iLl' pI, and suppose
that an associated extremal pair of signatures {ul , u2} is strong. Then u* is
unique.

Proof If U 2 = 0, then UI is itself a strong extremal signature. Thus,
u* is the unique element such that II LI(f - u)11 = iLl . Hence, t = iLl and u*
is the unique solution of 8I'rCiLI)' A similar argument holds when UI = O.

Assume now that U I =1= 0 and U 2 =1= O. Define the functional !E by

where VI and V2 are the positive discrete measures corresponding to U I and U2 ,

respectively. We may assume that

Therefore,
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and because 2'(u) = 0 for all U E U, it follows that

2'(f - u) = t + A(t) (3.1)

for any U E U. However, if Uo E U is another best vectorial approximation,
then II L1(f - uo)!1 = t and I' [2(f - uo)11 = A(I). Therefore, Eq. (3.1) with
U ~-' Uo implies that

for x in the support of al , and

for x in the support of a2' Hence, it follows that L 1(u* - uo) =~ 0 on the
support of al and L 2(u* - uo) = 0 on the support of a2 . Therefore, U* = Uo '

For the setting considered in [2}, mentioned above, all pairs of signatures
which are extremal with respect to Y\(t) are strong. However, in general,
it appears difficult to find interesting choices of operators L 1 and L 2 and
subspaces U for which the solutions of .o/\(t) are unique. In particular, for
domains D C Rn with n ): 2, we suspect that solutions are rarely unique,
as is the case for ordinary Chebyshev approximation. A setting of some
interest in applications is that in which L 1(/) = / and L 1(/) = 1'. However,
even for approximation by polynomials on [a, b], the solutions of 9\(t)
may not be unique.

EXAMPLE. Let D = [-1, 1], L1(/) = / and [2(/) = 1', and U = {poly­
nomials of degree ~2}. Let / be the odd function whose graph on [0, I] is
shown in Fig. 1. Here, a > 1 and on [0, T], f(x) = 8x - 16x2and on [T, 1],

-t----'----"~-----+-- x

-I

-Q

FIG. 1. Function with nonunique vectorial approximations.

the graph of/is the straight line tangent to the graph of 8x - 16x2 at x = T,

and passing through the point (+ 1, -ex).
One can show that if ex - 1 is sufficiently small and positive, then
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fL1 < ex < p. From Theorem 3.3, we see that u* = 0 solves problem £J'·\(t)
with t = ex. Indeed, E1(u*) = {-I, + I} and E2(u*) = {O}, and

lu(-1) + u'(O) - -~u(l) = 0

for all u E U. Hence, the pair of signatures {U1' U2} where

x = --I,
x = +1,
otherwise,

1 x = 0,
o otherwise

is extremal, which shows that u* = 0 is a solution. However, it is not
difficult to check that for all fJ sufficiently small and positive, fJ(x2 - 1) E U
is also a solution of 2i'it) with t = ex.

Bacopoulos [4] has posed the problem of characterizing the best vectorial
approximations for the case of the sup norm of a function and its first
derivative. Theorem 3.3 would apply here; however, for a complete charac~

terization, it would be necessary to determine all the extremal pairs of
signatures. In Fig. 2 below we show a few of these signatures for the case
of approximation by polynomials of degree at most two.

r-d
I d--:i

• 1/
0 / ,

0 •7 7 \

(0) (b)

• 0 • \ • 0 / \
\ 7 \

(c) (d)

FIG. 2. Pairs of signatures which are extremal for the case L,(f) = f, L 2(f) = 1'.

The dots represent points in the support of U1 (where L 1(f) = n, and
the slanted dashes represent points in the support of U2 (where L 2(f) = 1').
A black dot is a point at which U1 > 0 and a white dot is one at which
U1 < O. Similarly, the slope of a dash indicates the sign of U2 at that point.
We observe that the signatures (b), (c), and (d) are strong, while the one
in (a) is not.
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4. COMPUTATIONAL ASPECTS

We showed in Section 2 that all vectorial approximations for k 2 can
be obtained as solutions of problem ,:~\(t) for 1 E [ILl' pl. This problem can
be solved numerically by linear programming methods. The use of linear
programming is quite general, and requires no special assumptions, such
as the Haar condition. We present some specific techniques for implementing
a linear programming approach in [II].

A basic step in using the linear programming method is to discretize the
domain D, and solve problem 91\(1) on the discrete subset. For the case of
ordinary Chebyshev approximation, Cheney and Rivlin [8] have shown that
the solution of the discrete problem, for sufficiently small grid size, is a
reasonable substitute for the actual solution. A similar result can be shown
for problem g\(t), 1 E [ILl' pl.

As in Cheney [7], we introduce the following notation. Assume D is a
metric space with metric d. For G C D define

: G [ = sup inf d(x, y),
xED YEG

and for each/EO qD) define

Ii/lie = sup If(x)1 .
xEG

THEOREM 4.1. Let t EO [ILl' pl. JfG C D, let Uc EO U minimize II L 2(f - uc)[!c
subject to the restriction II Ll(f - uC)llc ::::; t. Then

and

as I G 1-+ o.

Proof Using Lemmas I and 2 of [7, p. 85, 86], it can be shown that

(4.1)

and

(4.2)

where ei(x) -+ 0 as x -+ 0, for i = 1,2. The proof of these results depends
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on showing that II L1(udll and II L 2(uG)11 are bounded independent of IG I,
as I G I -+ O. For II L1(uG)II, we have

and by Lemma 1 of [7, p. 85]

for I G I sufficiently small. For II L 2(uG)II, we have first

II L2(uG)IIG :;:;: II L2(f - ue)lle + II L 2(f)II.

Let u* satisfy II L1(f - u*)11 = t and II L 2(! - u*)11 = '\(t). Because
II L1(f - u*)lle :;:;: t, it follows that

which establishes the bound on II L2(udll.
Now set

.lie = {u E U: II Li! - u)lle :;:;: t},

and let fie E U minimize II L 2(f - u)ll over all u E.lie. Since Ue , fie E.lie,

Hence, using (4.2), we have

Furthermore, from the same reasoning as was used to establish (4.1), one
can show that

Hence,

so that

Therefore, by (4.3) and the continuity of,\ on U-tl , (0)

as 1G 1-+ O.
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To show that II L 1U' - uG)11 -+ t, suppose first that for some E > 0, and
some sequence G, C D, with I G, -+ 0 as i -~ CfJ,

then for each G, ,

which is a contradiction. Hence, from this result and (4.1), we conclude
that II L 1U' - uG)II-+ t as I G I -+ O.

In computing approximations based on more than one criterion of approxi­
mation, vectorial approximation has an advantage from the viewpoint of
the user. For in solving problem .9\(t), the user may vary t between /1-1
and p and in this way he has direct control over the deviations II L 1U' - u)11
and II Llf - u)ll. Such would not be the case, for example, if the criterion
of approximation were to minimize

or

II L1U' - u)li + f311 Llf - u)l: (4.4)

(4.5)

where f3 > 0 is a fixed weight. For these criterion, the user must accept the
resulting values of II L1U' - u)11 and II Llf - u)ll. Of course, one can vary
the weight f3 in order to influence these deviations. However, this technique
still does not provide the direct control one has in solving .9\(t), and, more­
over, the amount of work needed to minimize (4.4) or (4.5) is, in general,
at least as much as that needed to solve £1\(t).

For the case k :;, 3, we are not aware of any result such as Theorem 2.1
which provides a framework for the computation of all vectorial approxi­
mations. However, when k :;, 3, methods based on the use of parametric
linear programming can be applied to compute vectorial approximations.
We present these and related methods in [11].
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